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FOREWORD 

 
 

Professor Datuk Dr. Asma Ismail, FASc. 

Vice-Chancellor 
Universiti Sains Malaysia 

 
 
 
Assalamualaikum and Good Day, 
 
The term ôBig Dataõ has been around for some time now. The ôBig Dataõ concept surfaced 
resulting from the increased amounts of data available ever since the digital era started. All these 
data and information that have been collected especially from the use of the Internet and 
technology requires an efficient data storage system. Seeing that the digital realm is evolving 
together with the increasingly large amounts of data, we can no longer rely on previously-
practised ways of storing data in small quantities. We are not only moving towards 
accommodating bigger storage repositories but also on how to manipulate and programme 
computers in order to provide advantages across many different areas.  
 
Data that are being generated at this moment represent the past and present and at the same 
time can foretell future outcomes of a situation. Some processes in Big Data include comparing 
different data to create relationships, building models from the collected data, running 
simulation, data tweaking, etc. which are done in an automated manner to cater to a specified or 
defined problem. This is where ôanalyticsõ plays a role, such as using Artificial Intelligence or A.I. 
and machine learning to make sense of all the data. Many sectors such as healthcare, 
transportation, business, etc. are already exploring the benefit of data analytics.  
 
This paradigm shift has led to an increase in the demands for powerful data analysing tools. With 
powerful data tools, data can be analysed effectively, hence increasing the ability to describe, 
predict and prescribe outcomes based on the available data. That is why we are now moving 
towards an ecosystem that utilizes large resources and amounts of data along with effective 
analytics.  
 
The 2018 Big Data Summit 2 is co-located with the PRAGMA 35th Meeting and is a satellite 
event to the Big Data Week Asia held in Kuala Lumpur. This Summit focuses on empowering 
existing data analytics with the advantages of High Performance Computing and Artificial 
Intelligence. This is part of the efforts to provide a common platform for the Asia Pacific 
communities in Big Data where recent works can be shared and international collaboration 
opportunities can be explored. Through such efforts, it is hoped that future potentials in data 
analytics can be further uncovered and which would benefit many different areas.  
 
Therefore, I would like to thank the people who have worked hard to realise this event, 
particularly the School of Computer Sciences and the National Advanced IPv6 Centre at USM in 
collaboration with the PRAGMA community as well as the industry players within Malaysia. All 
of these parties have made a big effort in making the summit a platform where activities to 
explore the Big Data field can take place. I sincerely hope that this Summit will turn out to be 
beneficial and fruitful to the delegates and participants, and able to open up doors for future 
collaborations on research and innovations among them.  
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FOREWORD 

 
 

Professor Dr. Ahamad Tajudin Khader 
Dean 

School of Computer Sciences 
Universiti Sains Malaysia 

 

 

 
 
Assalamualaikum and Good Day, 
 
Big Data. Initially, the term refers to the size and complexity of the data itself that traditional 
data processing softwares are insufficient equipped to manage. But over the years, the term 
refers more to the use of predictive analytics, user behaviour analytics and others to extract 
valuable data from such huge data repositories. Everyone is aware of the benefits of having big 
data but there is no specific method that fits all user goals. It can be seen in todayõs scientists, 
business managers, healthcare practitioners and even governments that there are difficulties in 
effectively utilizing big data in their daily activities.  
 
It is easy to invest in big data projects but utilizing big data is hard and complex. Hence, more 
recent research on improving big data usage and analytics has begun emerging. The ability to 
describe, predict and prescribe outcomes based on existing data is the very essence in building an 
ecosystem that supports large data resources through effective analytics methods.  This is where 
todayõs Big Data Summit 2 which is co-located with PRAGMA 35th Meeting and is a satellite 
event to the Big Data Week Asia held in Kuala Lumpur, focuses on improving existing data 
analytics through the use of High-Performance Computing and Artificial Intelligence. By 
integrating the two areas, a more comprehensive and automated analytics approaches could be 
integrated into existing big data applications. By providing a common platform such as this 
Summit for the EU and SEA communities in Big Data to share their recent works and explore 
international collaboration opportunities, it is hope that further enhancements to the area could 
be produced for the benefit of many areas.  
 
Hence, I commend the effort made by the people who worked hard to realise this event 
particularly the team from the School of Computer Sciences and the National Advanced IPv6 
Centre in collaboration with the PRAGMA community. It is also hope that these Summit would 
be an advantageous platform for researchers to identify strategies and challenges that not only 
focuses on the area of Big Data, but also in other research areas. This can be seen in some of the 
projects ideas that would be introduced throughout the summit. I sincerely hoped that by the 
end of this Summit, we all would be able to come together will be able to initiate collaboration 
on research and innovation among the participants presence here today. 
 
 
Thank you. 
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FOREWORD 

 
 

Dr. Nurul Hashimah Ahamed  
Hassain Malim & Dr. Gan Keng Hoon  

Chair & Co-Chair 
Big Data Summit 2 (2018) 

 
 

 
Greetings! 
 
We welcome you to the Big Data Summit 2: HPC & AI Empowering Data Analytics (BDS2) 
held October 3ð6, 2018 in Penang, Malaysia. As a premier event in the field, BDS2 provides a 
collaborative platform for reporting the latest developments in the research and application of 
High Performance Computing and Artificial Intelligence. Big Data Summit was first held in 
2016, with the collaboration with CONNECT2SEA.  
 
This year, we welcome the PRAGMA delegates and proudly present the summit as a jointly 
event with the 35th PRAGMA meeting. This setting allows all the participants to take advantage 
on the networking opportunities that could be leveraged from the PRAGMA community of 
practice that spans through the Pacific Rim. Although it is only in its second installment, BDS2 
has already witnessed significant growth in its participations. The summit has attracted numerous 
abstract submissions from both academia and industries from our calls for poster presentation as 
well as project speakers. Spanning from tracks of big data, AI, HPC to data analytics, the summit 
will show case a total of 44 posters comprising of late-breaking results, technical descriptions, 
student projects etc., 11 project demonstrations and 8 exciting project talks with partnering 
opportunities. Apart of that, we are also proud to announce that the summit has attracted a total 
of 130 participations from PRAGMA members, academics and industries.  
 
Internally, BDS2 is a collaborative effort between three divisions in USM i.e. the School of 
Computer Sciences, National Advanced IPv6 Center (NAv6) and Nexus (Sciences). Hence, we 
wish to thank the many people who have contributed their time, energy, and creativity to support 
this yearõs summit. Our thanks go first to all our patrons, presenters, speakers and delegates. 
Next, we would like to warmly thank the technical reviewers who devoted much of their time to 
review submissions and provide the comprehensive and constructive reviews. We would also like 
to thank the keynotes and invited speakers for their invaluable contribution and for sharing their 
vision in their talks. As for our partners, MDEC and PRAGMA, as well as our sponsors, Vitrox, 
Silverlake, Hilti, Fusionex, Novorient, Intel and Sophic, this summit would like to thank you for 
your generous and kind supports. And lastly, to our team of organizing committee, this summit 
would not be possible without the excellent work of yours.  
 
Once again, we welcome you to this wonderful event and hope that our exciting programs will 
further stimulate the research and networking in the areas of big data. Enjoy the summit! 
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FOREWORD 

 
 

Shava Smallen & 
Shinji Shimojo 

Co-Chairs 
PRAGMA Steering Committee 

 
 

 

 
 
Greetings! 
 
We would like to welcome everyone to the PRAGMA 35 workshop, HPC and AI empowering 
Data Analytics.  The Pacific Rim Application and Grid Middleware Assembly, PRAGMA, is an 
open, grass-roots, international organization that makes cyberinfrastructure accessible, easy to 
use, and useful for long-tail-of-science communities to advance their science and address 
societally important problems. Through active participation and contributions of all members, 
PRAGMA focuses on how to make these new and rapidly changing CI technologies usable by 
these communities of scientists, within a trusted envelop of shared, easy-to-use computer and 
data resources and fosters new generations of researchers.   
 
PRAGMA workshops are held twice a year and are an opportunity to share progress with one 
another and plan our future activities.   We are very happy to partner with the Big Data Summit 
2 and explore opportunities for future collaboration.   We would like to acknowledge the work 
of the PRAGMA Program Committee, in particular its Chair Dr. Nurul Malim, and the Big Data 
2 Summit Committee members for their careful planning of this event.  Our thanks as well to 
our gracious hosts at Universiti Sains Malaysia as well as MDEC and the  sponsors, namely 
Vitrox, Silverlake, Hilti, Fusionex and Novorient.  Also, a thank you to all of our participants for 
the excellent posters and demonstrations and our Expedition and Working Group chairs for 
leading discussions that help us define our future activities and directions.  We encourage 
everyone to participate in the breakout sessions and provide us feedback that may improve 
future workshops and collaborations. 
 
Finally, we thank all participants for attending and we encourage everyone to participate, identify 
activities for collaborations, engage others in those ideas for future projects, and provide us 
feedback that may improve future workshops and collaborations. 
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 BIG DATA SUMMIT 2 (BDS2) 

 

 

 

 

 

 

Programme Objectives 
 

The Big Data Summit 2 (BDS2): HPC & AI Empowering Data Analytics co-locating with 

PRAGMA 35 Meeting is a continuity of Big Data Summit (BDS) 2016 which was held on 5ð6 

May 2016 at Hotel Bangi Putrajaya in collaboration with CONNECT2SEA.  

BDS2 is co-located with PRAGMA 35 and is a satellite event to Big Data Week Asia that is held 

in Kuala Lumpur on 2 ð 9 October 2018 hosted by Malaysia Digital Economy Corporation 

(MDEC). As such, this summit is more focused and specific to the applications of HPC and AI 

for Data Analytics with the following objectives: 

¶ To enlighten Malaysian Researchers the impact of HPC & AI progression in empowering 

(transforming) analytics 

¶ To highlight recent works on HPC & AI (e.g. Deep Learning) throughout the globe 

¶ To provide a platform for International collaboration to Malaysian researchers via 

PRAGMA network 

 

Program Theme 

òHPC and AI: Empowering Data Analyticsó 

 

 

Data analytics and insights are fueling innovation across scientific research, product and service 

design, customer experience management, and process optimization. The trend has emerged 

from generating insights (descriptive analytics) to predicting future trends (predictive analytics). 

Four years ago, we never would have thought data analytics could evolved to prescriptive 

analytics in a near future. Prescriptive analytics involves decision making based on viable 

solutions to a problem and the impact of considering a solution on future trend. Certainly, its a 

massive and complex solution with tremendous data points to begin with. High Performance 

Computing (HPC) accelerates innovation in diverse areas - ranging from molecular chemistry to 

genome sequencing, energy exploration, and financial trading. Its capabilities to support real-time 

analytics with in-memory computing; big data analytics; and simulation and modelling 

empowered users to execute compute- and data-intensive workloads quickly and accurately. 

Artificial Intelligence (AI) is the foundation for cognitive computing, an approach that enables 

machines to mimic the neural pathways of the human brain to analyze vast datasets, make 



7 

 

decisions in real time, and even predict future outcomes. Predictive analytics with AI are core 

capabilities required by data-driven organizations looking to gain competitive advantage with 

their digital transformation initiatives. Over the last several years, the computing community 

witnessed the convergence of HPC and AI in predictive analytics. Predictive analytics with AI 

applications are expected to execute increasingly difficult tasks and forecast evolving trends to 

solve some of the worldõs biggest scientific, engineering, and technological problems. These 

òhigh-performance computationó requires support of an advanced technology solution. HPC 

environments is a good foundation for AI. By aggregating computing power to handle data-

intensive tasks, HPC provide the extreme levels of scalability, performance, and efficiency 

required by these complex applications. 

 

The intertwined future of HPC and AI is changing the analytics landscape. Its accelerating 

analytics towards prescriptive analytics. As more powerful purposely-built HPC solutions (e.g 

DGX by Nvidia) being developed and new AI applications that took advantage of these 

infrastructures e.g. Deep Learning, this accelerated analytics pushes us towards prescriptive 

analytics. Although limited, but such applications are already on the way. Googleõs self-driving 

car is a perfect example of prescriptive analytics. It analyzes the environment and decides the 

direction to take based on data. It decides whether to slow down or speed up, to change lane or 

not, to take a long cut to avoid traffic or prefer shorter route etc. In this way, it functions just 

like a human driver by using data analysis at scale. While AI applications, such as machine 

learning and deep learning, are transforming industries across the globe, HPC technologies 

works silently behind-the-scenes to empower AI applications. The HPC infrastructure enables 

AI applications to handle high-performance workloads, such as advanced analytics. HPC are 

now becoming the engine of AI. Hence, any progression in AI or HPC will definitely 

empowered (transformed) analytics. Therefore, this summit is a platform for Malaysian and 

International researchers to showcase their efforts in both fields of supporting analytics and to 

seek collaboration opportunities, international and local. 
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PACIFIC RIM APPLICATION AND GRID 

MIDDLEWARE ASSEMBLY (PRAGMA) 

 

 

 

 

 

 

 

 

 

 

The Pacific Rim Application and Grid Middleware Assembly (PRAGMA) is an international, 

distributed community of practice for technology and approaches that supports the long tail of 

science, namely enabling small- to medium-sized international groups, to make rapid progress in 

conducting research and education by providing and developing international, experimental 

cyberinfrastructure. To realize this mission, PRAGMA's current activities include four 

interrelated activities: 

¶ Fostering international "scientific expeditions" by forging teams of domain scientists and 

cyberinfrastructure researchers who develop and test information technologies that are 

needed to solve specific scientific questions and create usable, international-scale, cyber 

environments; 

¶ Developing and improving a grassroots, international cyberinfrastructure for testing, 

computer science insight and, advancing scientific applications by sharing resources, 

expertise and software; 

¶ Infusing new ideas by developing young researchers who gain experience in cross-border 

science and by extending engagements with strategic partners; 

¶ Building and enhancing the essential people-to-people trust and organization developed 

through regular, face-to-face meetings - a core foundation of PRAGMA's success. 

 

PRAGMAõs community of practice comprising individuals and institutions from around the 

Pacific Rim that actively collaborate and meet-up to discuss progresses, issues and concerns by 

groups. PRAGMA meetings are held twice a year in its distributed communities countries. 

Malaysia had been the host for the 15th meeting in 2008. This summit is intended to co-locate 

with the 35th PRAGMA meeting to take advantage on the networking opportunities that could 

be leveraged from the PRAGMA community of practice that spans through the Pacific Rim. 
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PRAGMA Expeditions 

PRAGMA forges collaborative, multidisciplinary teams to address scientific questions of high 

societal impact. These questions define and drive PRAGMA's technology development efforts. 

There are three current expeditions: 

¶ Biodiversity: Understanding adaption in extreme environments. 

¶ Limnology: Predicting impact of eutrophication on lake ecosystem services. 

¶ ENT: Creating and utilizing an Experimental software-defined Network Testbed. 

 

 

PRAGMA Working Groups 

The goal of PRAGMAõs Working Groups is to identify activities for international collaborations 

and engage others in those ideas for future projects.  The current PRAGMA Working Groups 

are described below: 

 

¶ Resources and Data: Investigates current technology trends and evaluates their 

potential beneficial impact on applications from PRAGMAõs applications. Current 

projects include the PRAGMA Cloud Testbed, the Experimental Networking Testbed, 

Open Data Platform, Containers/Kubernetes, GPUs/Machine learning, and 

Monitoring.   

Chairs: Nadya Williams (University of California, San Diego), Hsiu-Mei Chou (National 

Center For High-Performance Computing) 

 

¶ Telescience: Making and improving access to or use of remote equipment (e.g., tiled-

display walls or sensors). Current application areas of the group include environmental 

monitoring and traffic flow.   

Chairs: Shinji Shimojo (Osaka University, Fang-Pang Lin (National Center For High-

Performance Computing) 

 

¶ Biosciences: Creating stable infrastructure to perform computational genomics analyses 

with a focus on rice breeding and integrating technologies to create an infrastructure to 

advance the screening of potential compounds to combat infectious diseases  

Chairs: Jason Haga (National Institute Of Advanced Industrial Science And Technology) 

 

At the beginning of the PRAGMA workshop, Working Group updates will be given by the 

chairs.  It is followed by two breakout sessions where attendees will have an opportunity to dive 

deeper into topics, discuss new project ideas, have an open discussion, and set goals for the next 

workshop.  At the end of the workshop, the Working Group chairs will summarize the results of 

the discussions to everyone.  
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KEYNOTE &  INVITED SPEAKERS 

 

  

 

 

 

 

 

 

 

 

Title:  Democratizing AI 
 
Abstract: As we transition into another industrial revolution, AI, in conjunction with the 3rd 
and 4th Platforms, has become a key technology megatrend that is poised to further accelerate 
the 4th Industrial Revolution. AI is not a new technology, but one that which become significant 
due the lowering cost of computing and storage by hyper-scale cloud, access to huge amounts of 
data and tools that has made applying AI and Data Science simpler and more productive; in 
short Democratization of AI. It is the authorõs opinion there is an urgency to make AI a 
mainstream in education and a core skill for everyone that deals with science and technology for 
work or and research. 
 
  
 
 

Dr. Dzaharudin Mansor is the National Technology Officer (òNTOó) for Microsoft Malaysia. 
As the NTO, Dzahar drives the engagement with key national technology stakeholders, which 
include academics, policy makers & advisors, and interest groups with the intention to builds 
trust while contribute to national development. Dr Dzahar joined Microsoft in 2005 and has 
more than 33 years of professional experience in ICT and telecommunications. He started his 
career as a lecturer at the department of Computer Science, La Trobe University, and moved on 
to as a R&D engineer at Telecom Australia Research Laboratories in Melbourne. On returning 
to Malaysia, he joined Celcom as a R&D manager, and left the company as the Vice President 
for R&D, Intelligent Network and IT divisions. He subsequently worked at HP in Singapore and 
other technology companies in R&D, operations, business, as well as leadership positions. 
 
He also presently holds, and has held, several associate positions including as an Adjunct 
Professor at IIUM, a councillor at PIKOM and academic advisor at several public and private 
universities. In 2010, he had the honour of leading the Business Services Economic 
Transformation Program (ETP) Labs that has been one of the key initiatives by the Malaysian 
Government to transform Malaysia into a developed nation by 2020. He is a senior member of 
IEEE. Dr. Dzahar received a First Class Honors Degree in Computer Systems Engineering from 
Monash University, Australia in 1985, and subsequently awarded Australian University Graduate 
scholarships to completed his PhD in Computer Science in 1988. In 1985, he was awarded the 
Digital Award for Computer Engineering, the University Tasmania award for achieving top 10 
position in HSC, and the MCE Top Student Award at MCKK in 1979. 
 
Dr. Dzahar is passionate about technology, where he works closely with academia and research 
on topics such as Software Engineering, Computer Architectures, Cyber Security, 
Telecommunications, Data Science and AI. He aspires to contribute towards the nationõs Digital 
Economy initiative. 
  

Keynote 1 
Dr. Dzaharudin Mansor 
National Technology Officer 

Microsoft Malaysia 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 
Title: Immersive Visualization and Analytics for Understanding Large-scale Datasets 
 
Abstract: Today, data is accumulating at an unprecedented rate and is expected to reach tens of 
zettabytes by the year 2020. These troves of big data can provide significant value to all sectors 
of society, especially research activities. However, the sheer amount of data is creating significant 
challenges to data-intensive science. To address this challenge, the visualization and analysis of 
data requires an interdisciplinary effort and next generation technologies, specifically interactive 
environments that can immerse the user in data and provide tools for data analytics. Several 
types of immersive technologies are becoming a viable, innovative solutions for a wide variety of 
applications. To highlight this concept, this keynote will showcase scalable high-resolution 
display technologies, virtual reality, and augmented reality technologies for data-intensive 
applications through different application examples. These applications explore how 
combinations of 2D and 3D representations of data can support and enhance data-intensive 
efforts using these new technology platforms. This presentation is designed to inspire any 
research community looking for novel data visualization solutions. 
 
 

 

 

Dr. Jason Haga is currently a member of the Cyber-Physical Cloud Research Group in the 
Information Technology Research Institute of The National Institute of Advanced Industrial 
Science and Technology (AIST). For over 20 years, Dr. Haga has focused on multidisciplinary 
research. Past research includes the design and implementation of biomedical applications for 
grid computing environments and tiled display walls. He also has collaborated with cultural 
heritage institutions to deploy novel interactive exhibits to engage the public in learning. Current 
projects of interest include immersive visualization of data and user experience/user interface for 
data intensive applications. He is actively involved with the Pacific Rim Application and Grid 
Middleware Assembly (PRAGMA) community, where he leads the Biosciences working group 
and has mentored over 70 students from around the world. Dr. Haga is continuing this 
mentorship effort at AIST by leading an international internship program that strategically 
positions AIST as an international hub for computer science research training. With over 14 
years of global collaborative efforts with technologists and domain scientists in the PRAGMA 
community, he continues to look for interdisciplinary research opportunities connecting 
scientists to advance research on a global scale. Dr. Haga earned a PhD in biomedical 
engineering from the University of Tennessee, Memphis and did postdoctoral work at UC San 
Diego. He currently lives in Tsukuba, Japan. 
  

Keynote 2 
Dr. Jason Haga  

Cyber-Physical Cloud Research Group 
The National Institiute of Advanced Industrial 

Science and Technology (AIST), Japan 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 
Title: Big Data and Artificial Intelligence Meet Biology 
 
Abstract: Donald Knuth in an interview with Computer Literacy Bookshops (CLB) on 7th 
December, 1993 said, òBiology easily has 500 years of exciting problems to work onó. After 25 
years, we are witnessing an exciting era of data explosion in biology where biological data from 
various data sources is growing at an exponential rate. There is now demand for new approaches 
and techniques to manage, organize and analyze this massive amount of data. In this talk, we will 
present an overview on big data and artificial intelligence, how both technologies are poised to 
solve the challenges in Big Biology. 
 

 

 

 

Rosni Abdullah is a Professor in Parallel Computing at the School of Computer Sciences, 
Universiti Sains Malaysia (USM) and is one of the national pioneers in this field. She obtained 
her PhD in April 1997 from Loughborough University, United Kingdom specializing in the area 
of Parallel Numerical Algorithms. Both her Bachelors degree and Masters degree in Computer 
Science were obtained from Western Michigan University, Kalamazoo, Michigan, U.S.A. in 1984 
and 1986 respectively. She has served as Dean of the School of Computer Sciences at Universiti 
Sains Malaysia (USM) from 2004 to 2012, after having served as its Deputy Dean (Postgraduate 
and Research) since 1999. She is also the Head of the Parallel and Distributed Processing 
Research Group at the School since its inception in 1994. Her research areas include Parallel and 
Distributed Computing, Parallel Numerical Algorithms and Parallel Algorithms for 
Bioinformatics. 20 PhD students have graduated under her supervision. She has led more than 
20 research grants including 2 European Union grants and 2 Intel grants, and has published 
more than 100 papers in journals and conference proceedings. She is currently the Director of 
the National Advanced IPv6 Center (Nav6), a center of research excellence in USM that focus 
on Cybersecurity and Internet of Things (IoT). 
 

  

Keynote 3 
Prof. Dr. Rosni Abdullah  

Director 
National Advance IPv6 Centre 

Universiti Sains Malaysia 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 

 

 

Title: HPC in Applications of Big Data and IoT 
 
Abstract: High performance computing (HPC) has been developed in order to achieve extreme 
scale modeling for high-resolution floating-point solutions on traditional challenge of big science 
such as high energy physics, astronomy, brain science, molecular structure and turbulence é etc. 
The international competition on whose machine is the fastest is only getting harsher and more 
intense nowadays. Yet, with the rising of optical networks, 4G/5G wireless networks and the 
advance of smart and connected end devices ranging from sensors, mobile phones, data 
collected has been in exponential growth. To understand the data is usually not what traditional 
HPC concerns. The modern machine learning technology, e.g. deep learning, requires only lower 
resolution floating point solutions. It is easy to find the analogy between data observed from the 
galaxy and the data from the sensors that deployed around the world. Compute power, however, 
is still the key to solutions of Big Data (BD) analytics. In this talk, the previous efforts in NCHC 
on applications of BD and IOT will be introduced and it will be used to explain why our new 
peta-scale machine needs to converge both HPC and BD for both modeling physics and learning 
from data. 
 
 

 

 

Dr Fang-Pang Lin is the Senior Research Fellow at National Center for High Performance 
Computing and Joint Appointment Professor at National Central University of Taiwan. He is 
one of the key developers for developing the national cyber-infrastructure of Taiwan, namely 
Knowledge Innovation National Grid. He co-founded the Global Lake Ecological Observational 
Network and Global Coral Reef Environmental Observational Network. His major research 
focuses on cyberinfrastructure for long term environmental and ecological observation. Recent 
development includes Taiwan Earth Science Observatory Knowledgebase, EU FP7 
Fish4Knowledge collaboration, real-time wide area flood monitoring and government big data. 
The efforts also lead to US-East Asia collaborations to enable transnational cyberinfrastructure 
applications, which based on shared software defined systems applying to issues on disaster 
management, environmental monitoring and simulation, and smart cities. Dr. Fang-Pang Lin 
obtained his PhD in University of Wales at Swansea, UK. He worked in Rolls-Royce University 
Computing Center in Oxford University for his postdoctoral research. He joined NCHC in Oct., 
1997 and has been working in numerical simulation and software engineering regarding 
application integration. He was the winner of 2006 Outstanding Achievement Award in Science 
and Technology, the Executive Yuan of Taiwan. 
 

  

Keynote 4 
Dr. Fang-Pang Lin 

National Center for High Performance Computing, 
NARLabs Taiwan 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 

 

 

Title: ABCI: An Open Innovation Platform for Advancing AI Research and Deployment 
 
Abstract: ABCI is an open innovation platform with world-class computing resources of 0.55 
AI-EFLOPS / 37 PFLOPS (DP) for AI research and development. Through industry and 
academia collaboration, Algorithms, Big Data, and Computing Power are leveraged in a single 
common public platform. ABCI rapidly accelerates the deployment of AI into real business and 
society. ABCI is ranked at number 5 in the June 2018 TOP500 supercomputer ranking and the 
operation starts from August, 2018.  
 
 

 

 

Ryousei Takano is a research group leader of the Information Technology Research Institute, the 
Institute of Advanced Industrial Science and Technology (AIST), Japan. He received his Ph.D. 
from the Tokyo University of Agriculture and Technology in 2008. He joined AXE, Inc. in 2003 
and then, in 2008, moved to AIST. His research interests include operating systems and 
distributed parallel computing. He is currently exploring a highly efficient data center for AI and 
Big Data processing, and an operating system for heterogeneous accelerator clouds. 

 

  

Invited Talk 1 
Dr. Ryousei Takano 

Information Technology Research Institute 
The National Institiute of Advanced Industrial 

Science and Technology (AIST), Japan 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 

 
Title: On Lakes and Clouds: A Retrospective on the PRAGMA/GLEON Lake Expedition 
 
Abstract: The PRAGMA Lake Expedition is an interdisciplinary collaboration with GLEON 
(The Global Lake Ecological Observatory Network) that is advancing the current understanding 
of the effects of climate change and eutrophication (i.e., increased nutrient pollution of nitrogen 
and phosphorus, leading to increased plant growth) on harmful algal blooms in lakes. Since its 
inception in 2014, the lake expedition has brought together computer scientists and lake 
ecologists (faculty, graduate, and undergraduate students) to address science questions using 
state-of-the-art (yet easy to use) cyber-infrastructure. In particular, the team has successfully 
developed and deployed GRAPLEr, a novel system that combines open-source technologies 
developed by PRAGMA (IP-over-P2P, IPOP overlay virtual networks) and leveraged from other 
projects (HTCondor high-throughput computing) to provide a user-friendly platform to execute 
hundreds of thousands of lake model runs from a user's familiar R/R-Studio desktop 
environment in cloud computing infrastructures (including PRAGMA-Cloud). More recently, 
the lake expedition is investigating approaches that allow small computing devices (sensor 
gateways) deployed in the field, at the network's "edge", to connect to the cloud infrastructure 
via software-defined overlays. The talk will provide a retrospective on the lake expedition 
activities, with a summary of techniques, technologies and lessons learned along the way. 
 
 

 

 

Renato J. Figueiredo is a Professor at the Department of Electrical and Computer Engineering 
of the University of Florida. Dr. Figueiredo received the B.S. and M.S. degrees in Electrical 
Engineering from the Universidade de Campinas in 1994 and 1995, respectively, and the Ph.D. 
degree in Electrical and Computer Engineering from Purdue University in 2001. From 2001 until 
2002 he was on the faculty of the School of Electrical and Computer Engineering of 
Northwestern University at Evanston, Illinois, and from 2012 to 2013 he was a visiting 
researcher at Vrije Universiteit, the Netherlands. His research interests are in the areas of 
virtualization, distributed systems, overlay and software-defined networks, cloud and edge 
computing, and their applications in support of computational science in domains including lake 
ecology, bio-diversity, and smart and connected communities. Dr. Figueiredoõs research team 
leads the IPOP (IP-over-P2P) open-source overlay virtual network project. 

 

  

Invited Talk 2 
Prof. Dr. Renato J. Figueiredo  

Department of Electrical and Computer Engineering 
University of Florida, USA 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 
 

Title: Toward the Global Research Platform 
 
Abstract: From biomedical data to particle physics, today nearly all research and data analysis 
involves remote collaboration. In order to work effectively and efficiently on multi-institutional 
projects, researchers depend heavily on high-speed access to large datasets and computing 
resources.  To meet the needs of researchers in California and beyond, the National Science 
Foundation (NSF) in the United States has awarded a five-year, $5 million grant to fund the 
Pacific Research Platform (PRP). The PRPõs data-sharing architecture, with end-to-end 10-
100Gbps connections, enables region-wide virtual co-location of data with computing resources. 
The PRP establishes a science-driven high-capacity data-centric network, enabling researchers to 
move data between labs and collaboratorsõ sites, supercomputer centers or data repositories 
without performance degradation. Today, dozens of top universities and research centers are 
doing work across a broad range of data-intensive research projects that will have wide-reaching 
impacts on science and technology worldwide in the areas of cancer genomics, galaxy evolution 
research, and climate modeling.  In this keynote, Nadya Williams will provide an overview of the 
PRP and itõs architecture and describe a few use cases that describe how scientists are leveraging 
the PRP to help them achieve their scientific goals. 
 
 

 

 

Nadya Williams is a Research Scientist at the San Diego Supercomputer Center at UC San Diego.  
She served as a functional lead in the design, specification and evaluation of software 
architectures for the scientific computing environments focusing on high performance, hight 
throughput and virtual environments for PRAGMA and NBCR projects at UCSD.  She is 
actively involved with PRAGMA since 2007 where she now leads Resources and Data working 
group. Nadya has years of global collaborative experience working with the scientists from 
Europe, PRAGMA and other communities.  She recently joined the technical team for the 
Pacific Research Platform where she continues to work in the area ofvirtualization, distributed 
applications and cloud computing to provide a computational science support to the domain 
scientists. Nadya earned an M.S. in Oceanography and an M.S. in Computer Science. 

 

 

  

Invited Talk 3 
Nadya Williams  
Research Scientist 

San Diego Supercomputer Center 
University of California, San Diego, USA 
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KEYNOTE &  INVITED SPEAKERS 

 

 

 

 

 

 

 

 

 

 
 
 

Title: Enabling Global HPC Collaboration through MYREN and NSRC 
 
Abstract: Collaboration is key in this age of research and education both local and at 
international level. I will give an introduction for MYREN as the National Research & 
Education Network (NREN) in Malaysia and Network Startup Research Center (NSRC), an 
organization based at University of Oregon. This talk will highlight efforts to improve the 
network capabilities and engineering setup at R&E organization around the world, particularly 
our recent joint effort during PRAGMA35 and Big Data Summit 2 to MYREN technical 
community. 
 
 

 

 
Graduated from Sheffield Hallam University, UK in Bachelor of Computing (Networks & 
Communications), Kamal Hisham Kamaruddin is currently the Head of Operation at Malaysia 
MYREN. Kamal has been with MYREN since its inception in 2005 and instrumental in 
developing MYREN2, MYREN3 network and all its sub projects to get Polytechnics, 
Community Colleges and Teaching Hospitals connected to MYREN. He is the Governor for 
Malaysia in an Asia- Europe collaboration project ð Trans Eurasia Information Network (TEIN) 
connecting Research & Education Network (REN) in Asia Pacific to Europe. He is also a 
Steering Committee member for Asi@Connect project, a successor project for TEIN4. 
 
Kamal is actively promoting REN best practices in the area of network design, security and 
network operation both locally in Malaysia and in the region particularly in the ASEAN region. 
He continues to assist network engineers from MYREN user community in Malaysia and 
voluntarily runs technical workshops for MYREN user groups. 

 

  

Invited Talk 4 
Kamal Hisham Kamaruddin 

Head of Operation 
MYREN Network Sdn. Bhd. 
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PROGRAMME SCHEDULE OF BDS2  

Big Data Summit 2 2018 

(3-6 October 2018) 
 

Day 1 ð 3rd October 2018, Wednesday Venue 
TIME PROGRAM  

0830-0900 Registration Lobby Auditorium 
Murad 
Muhammad Noor 

0900-0915 Welcoming & Introduction to Big Data Summit 2 

¶ Dr. Nurul Hashimah Ahamed Hassain Malim  
Chair, Big Data Summit 2 

¶ Dr. Gan Keng Hoon 
Co-Chair, Big Data Summit 2 

Auditorium Murad 
Muhammad Noor 

0915-0930 Introduction to PRAGMA  
Shava Smallen  
Interim Co-Chair, PRAGMA 

Auditorium Murad 
Muhammad Noor 

0930-1010 KEYNOTE 1:  
DEMOCRATIZING AI  
Dr. Dzaharudin Mansor 
Microsoft Malaysia  

Auditorium Murad 
Muhammad Noor 

1010-1030 COFFEE BREAK (Sponsored by HILTI) Lobby Ground 
Floor  

1030-1110 KEYNOTE 2:  (PRAGMA)  
IMMERSIVE VISUALIZATION AND ANALYTICS FOR 
UNDERSTANDING LARGE-SCALE DATASETS  
Dr. Jason Haga  
National Institute of Advanced Industrial Science and Technology 
(AIST), Japan 

Auditorium Murad 
Muhammad Noor 

1110-1310 Project Speaker Slots 
 

1110 ð 1130 [BS01] Reliability Assessment Framework using 
Test-Defect Coverage Analytics Model 
Dr. Sharifah Mashita Syed Mohamad, Universiti Sains 
Malaysia 

1130 ð 1150 [BS02] Type-2 Fuzzy Systems and the Variations 
in the Uncertain Environments 
Dr. Nur Syibrah Mohd Naim, Universiti Sains Malaysia 

1150 ð 1210 [BS03] Data Mining System to Detect Finger 
Motion in Offline Handwriting Forgery 
Dr. Loh Wei Ping, Universiti Sains Malaysia 

1210 ð 1230 [BS04] Strategic Cyber Threat Intelligence Using 
External Unstructured Data 
Mr. Kew Yoke Ling, KewMann 

1230 ð 1250 [BS05] Fiber Tractography using Grid Computing 
Dr. Anusha Achuthan, Universiti Sains Malaysia  

1250 ð 1310 [BS06] Can I Trust You? Towards Modelling Trust 
at Zero Acquaintance 
Dr. Syaheerah Lebai Lutfi, Universiti Sains Malaysia 

 

Auditorium Murad 
Muhammad Noor 
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1310 -1410 BUSINESS LUNCH (Sponsored by VITROX) Lobby Ground 
Floor 

1410-1450 KEYNOTE 3:   
BIG DATA AND ARTIFICIAL INTELLIGENCE MEET 
BIOLOGY 
Prof Rosni Abdullah  
National Advance IPv6 Centre, Universiti Sains Malaysia 

Auditorium Murad 
Muhammad Noor 

1450-1530 KEYNOTE 4:  (PRAGMA) 
HPC IN APPLICATIONS OF BIG DATA AND IOT  
Dr. Fang-Pang Lin  
National Center for High-Performance Computing,  
NARLabs, Taiwan 

Auditorium Murad 
Muhammad Noor 

1530-1610 Project Speaker Slots 

 1530 ð 1550 [BS07] Data Science Analytics for Manufacturing 
and Supply Chain 
Dr. Umi Kalsom Yusof, Universiti Sains Malaysia 

1550 - 1610 [BS08] Interfacing Chatbot with Data Retrieval and 
Analytics Queries for Decision Making 
Dr. Gan Keng Hoon, Universiti Sains Malaysia 

 

Auditorium Murad 
Muhammad Noor 

1610-1630 COFFEE BREAK (Sponsored by HILTI) + 
POSTER SESSION NETWORKING 

Lobby Auditorium 
Murad 
Muhammad Noor 

1630 -1805 Poster Session  
(Please refer to BDS2 poster listing) 
 
 

Lobby Auditorium 
Murad 
Muhammad Noor 

1830 -2030 PRAGMA Welcoming Reception  
(PRAGMA members + BDS2 Committee only) 

Clubhouse 

 

Day 2 ð 4th October 2018, Thursday Venue 
TIME PROGRAM  

0830-0900 Registration 
Arrival of the Vice Chancellor, USM 

Lobby Auditorium 
Murad 
Muhammad Noor 

0905-1015 Opening Ceremony 
 

National & USM Anthem 
Prayer Recitation 
 
Welcoming Speech by Prof. Ahamad Tajudin Khader,  
Main Patron BDS2 & Dean, School of Computer Sciences 
 
Speech by Dr. Peter Arzberger,  
Founder, The Pacific Rim Application and Grid Middleware 
Assembly (PRAGMA) 
 
Opening Speech by Prof. Datuk Dr. Asma Ismail  
Vice Chancellor, Universiti Sains Malaysia 
 
Video Presentation 
Group Photo 

Auditorium 
Murad 
Muhammad Noor 
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1015-1035 COFFEE BREAK (Sponsored by Fusionex) Lobby Ground 
Floor 

1035-1100 PRAGMA Welcoming Statement 
Shava Smallen 

Auditorium 
Murad 
Muhammad Noor 

1100-1130 INVITED TALK 1:  (PRAGMA) ABCI: AN OPEN 
INNOVATION PLATFORM FOR ADVANCING AI 
RESEARCH AND DEPLOYMENT  
Dr. Ryousei Takano  
National Institute of Advanced Industrial Science and Technology 
(AIST) Japan 

Auditorium 
Murad 
Muhammad Noor 

1130-1200 INVITED TALK 2:  (PRAGMA) ON LAKES AND CLOUDS: A 
RETROSPECTIVE ON THE PRAGMA/GLEON LAKE 
EXPEDITION   
Prof. Dr. Renato J. Figueiredo 
University of Florida 

Auditorium 
Murad 
Muhammad Noor 

1200-1300 PRAGMA Working groups and Expedition updates 
 

Auditorium 
Murad 
Muhammad Noor 

1300-1400 BUSINESS LUNCH (Sponsored by Silverlake) Lobby Ground 
Floor 

1400-1500 PRAGMA Working Groups (WG) Breakouts 1: 
Resources WG + Cyberlearning WG 
Telescience WG 
Data/Geo/Bioscience WG 

 
Auditorium B 
Main Board Room 
Seminar Room 3 

1500-1530 PRAGMA Lightning Talks 
Chair: Wassapon Watanakeesuntorn 

Auditorium 
Murad 
Muhammad Noor 

1530-1600 COFFEE BREAK (Sponsored by Fusionex) 
POSTER SESSION NETWORKING 

Lobby Auditorium 
Murad 
Muhammad Noor 

1600-1630 PRAGMA Poster Session 
(Please refer to PRAGMA 35 poster listing) 
 

Lobby Auditorium 
Murad 
Muhammad Noor 

1630-1730 PRAGMA Demo Session 1 
Session Chair: Assoc Prof. Dr. Kohei Ichikawa 
 

1630 ð 1645 [PD01] Integrating PRAGMA-ENT and Inter-
Cloud Platform using Dynamic L2VLAN Service 
Kohei Ichikawa, Atsuko Takefusa, Yoshiyuki Kido, 
Yasuhiro Watashiba and Susumu Date 

1645 ð 1700 [PD02] Extending SDN Networks from Cloud-to-
Edge using Virtual Private Networks with Peer-to-
Peer Overlay Links 
Kensworth Subratie and Renato Figueiredo 

1700 ð 1715 [PD03] Analysis of Load Balancing Performance 
on Cluster Computing with PROXMOX VE 
Andi R. Darsono 

1715 ð 1730 [PD04] Performance Comparison of Load 
Balancing using Honeybee and Threshold 
Algorithm 
Aditya Efrian, Sri Chusri Haryanti, Sri Puji Utami and 
Ridho Yanevan Pratama 

 

Auditorium 
Murad 
Muhammad Noor 
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1750-2245 CONFERENCE DINNER  
Butterworth 4 & 5, Holiday Inn, Batu Feringghi 
 

1750  Departure from SAINS@USM 
1900  Bus Arrival at Holiday Inn, Batu Feringghi 

 Participant can walk around or prepare for prayers 
1945  Participants take place in ballroom  
2000  VIP Arrival 
2010  National & USM Anthems 
2015  Appreciation Speech by Chair of Big Data Summit 2 

 Dr. Nurul Hashimah Ahamed Hassain Malim 
2025  Speech by Vice Chancellor Universiti Sains Malaysia 

 Prof. Datuk Dr. Asma Ismail 
2035  Dinner & Performances 
2135  PRAGMA Appreciation Session 

 Shava Smallen & Dr. Peter Arzberger 
2200  Adjourn ð Night market walk 
2245  Buses departure to Equatorial Hotel & sains@usm 

 

Holiday Inn, Batu 
Feringghi 
 
 

 

Day 3 ð 5th October 2018, Friday Venue 

TIME PROGRAM  

0900-0930 INVITED TALK 3:  (PRAGMA) TOWARD THE GLOBAL 
RESEARCH PLATFORM  
Nadya Williams  
San Diego Supercomputer Center  
University of California San Diego 

Auditorium 
Murad 
Muhammad Noor 

0930-1000 INVITED TALK 4 : ENABLING GLOBAL HPC 
COLLABORATION THROUGH MYREN AND NSRC 
Kamal Hisham Kamaruddin 
MYREN Network Sdn. Bhd. 

Auditorium 
Murad 
Muhammad Noor 

1000-1020 PRAGMA Wide Mentoring Update 
Chair: Dr. Jason Haga 

Auditorium 
Murad 
Muhammad Noor 

1020-1040 COFFEE BREAK (Sponsored by Novorient) + NETWORKING Lobby Ground 
Floor 

1040-1210 PRAGMA Demo Session 2 
Session Chair: Dr. Yoshiyuki Kido 
 

1040 ð 1055 [PD05] EDISON Data Platform for 
Computational Science Data 
Jaesung Kim, Jeongcheol Lee, Sunil Ahn and Jongsuk Lee 

1055 ð 1110 [PD06] Web-based Compute-Data Research 
Environment for Aircraft Airfoil Aerodynamics 
James Junghun Shin, Kumwon Cho and Jonsuk Ruth Lee 

1110 ð 1125 [PD07] Mobile-based Augmented Reality for 
Sundanese Alphabets Education 
Muhammad Reza Aditya, Resskytha Sari, Adri 
Nursimarsiyan and Nova Eka Diana 

1125 ð 1140 [PD08] Tuberculosis (TB) Disease Interactive Map 
in Jakarta Capital Special Region 
Nuraisah and Ummi Azizah Rachmawati 

Auditorium 
Murad 
Muhammad Noor 
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1140 ð 1155 [PD09] Neuro Data Platform for Neuroscientist 
Nurul Hashimah Ahamed Hassain Malim, Jafri Malin 
Abdullah, Sharifah Aida Sheikh Ibrahim, Nurfaten 
Hamzah, Ariffin Marzuki Mokhtar, Putra Sumari, 
Ahamad Tajudin Khader and Muhammad Jaziem 
Mohamad Javeed 

1155 ð 1210 [PD10] Deep Learning Classification for Liver 
Disease 
Andi Batari Ahmad and Nova Eka Diana 

 

1210-1445 LUNCH and PRAGMA Steering Committee Meeting Auditorium B  
Lobby Ground 
Floor 

1445-1630 PRAGMA Working Groups (WG) Breakouts 2:  
Resources WG + Cyberlearning WG 
Telescience WG 
Data/Geo/Bioscience WG 

 
Auditorium B 
Main Board Room 
Seminar Room 3 

1630-1645 COFFEE BREAK (Sponsored by Novorient) + NETWORKING Lobby Ground 
Floor 

1645-1730 CLOSING CEREMONY 

¶ PRAGMA Best Poster Award & Student Presentation  

¶ PRAGMA Working groups wrap-up  

¶ PRAGMA 35 Wrap up by Shava  

¶ Video presentation 

¶ Invitation to PRAGMA 36 in Korea  

¶ Big Data Summit 2 Poster Award 

¶ Big Data Summit 2 wrap up by Prof. Dr. Rosni Abdullah, 
Director, National Advanced IPv6 Centre, USM 

Auditorium 
Murad 
Muhammad Noor 
Auditorium 
Murad 
Muhammad Noor 

1800-2030 PRAGMA Dinner (PRAGMA members & BDS2 committees only) 
1800: Bus Departure to Bangkok Tomyam 
1845: Dinner 
2030: Bus Departure to Equatorial Hotel 

Bangkok Tomyam 
Sunway Tunas 

 

Day 4 ð 6th October 2018, Saturday 

TIME PROGRAM 

0830-1700 Excursion ð (PRAGMA member only) 
Pick-up point: Equatorial Hotel 
 

0830  Participants gather at Equatorial Hotel 
0845  Bus Departure from Equatorial Hotel to Penang Hill 
0915  Arrival at Penang Hill  
1200  Departure from Penang Hill to Esplanade  
1245  Arrival at Esplanade (Lunch) 
1400  Departure to Penang Heritage Trail  
1600  Departure from Penang Heritage Trail to Equatorial Hotel & airport 
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BDS2 POSTER LISTING 

Poster Presentation 

Poster 
ID  

Title and Author 

BP01 Towards Large-scale Text Annotation for Sentiment Analysis using Semi-
supervised Deep Learning 

Vivian Lay Shan Lee, Gan Keng Hoon 

BP02 Big-spatial Data Pre-processing Framework towards Flood Assessment 

Ahmed Ndanusa, Zulhairi Dahalin, Azman Ta'a 

BP03 Data Analytics of Malaysiaõs Most Influential Entities in Social Media for 
Commercial Purpose 

Yasmin M Yacob, Tong Hau Lee 

BP04 Low Resolution to High Resolution Video Surveillance Image Enhancement 
Using Deep Learning 

Muhamad Faris Che Aminudin, Shahrel Azmin Suandi 

BP05 Classification of Manufacturing High Dimensional Data Using Deep Learning-
based Approach 

Mohd Nor Akmal Khalid, Umi Kalsom Yusof 

BP06 Copy-Move Forgery Detection Using Convolutional Neural Networks 

Arfa Zainal Abidin, Azurah A. Samah, Hairudin Abdul Majid, Saleha Safie, Muhamad 
Faiz Misman 

BP07 Cognitive-based Approach for Business Intelligence 

Herison Surbakti, Azman Taa 

BP08 iFR: A New Framework for Real Time Face Recognition with Machine Learning 

Syazwan Syafiqah Sukri, Nur Intan Raihana Ruhaiyem 

BP09 Automatic Liver Tumor Detection using Deep Learning: Triplanar Convolutional 
Neural Network Approach 

Chung Sheng Hung, Gan Keng Hoon, Anusha Achuthan, Mandava Rajeswari 

BP10 Selection Drought Index Calculation Methods Using ELECTRE (Elimination 
and Choice Translation Reality) 

Addy Suyatno Hadisuwito, Fadratul Hafinaz Hassan 

BP11 Deep Bayesian for Opinion-Target Identification 

Omar Al-Janabi, Cheah Yu-N, Nurul Hashimah Ahamed Hassain Malim 

BP12 The Effect of Vocal Cues on Trust at Zero Acquaintance 

Deborah Ooi, Syaheerah Lebai Lutfi 
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BP13 EEG Channels Selection Using Hybridizing Flower Pollination and Ǡ-Hill 
Climbing Algorithm for Person Identification 

Zaid Alyasseri, Ahamad Tajudin Khader 

BP14 Exploring Whole-Brain Functional Networks of Music-Linguistic from Rhythmic 
Quranic Recitations and Language Proficiency 

Mas Syazwanee Shab, Muzaimi Mustapha, Aini Ismafairus Abd Hamid, Amiri Ab 
Ghani, Nidal S. Kamel 

BP15 Parallel Text Acquisition and English-Malay Machine Translation 

Tan Tien Ping, Yin Lai Yeong, Gan Keng Hoon, Siti Khaotijah Mohammad 

BP16 Characterizing Compute-Intensive Tasks as a Factor of Network Congestion 

Norfazlin Rashid, Umi Kalsom Yusof 

BP17 A Hyper-heuristic based Artificial Bee Colony Algorithm for the Traveling 
Salesman Problem 

Choong Shin Siang, Wong Li Pei 

BP18 The Application of Machine Learning in Classifying Potential Vector Borne 
Disease Awareness 

Abrar Noor Akramin Kamarudin, Zurinahni Zainol, Nur Faeza Abu Kassim 

BP19 Supersymmetry Feature Decomposition for Classification Purpose 

Nuõman Badrudõdin 

 

 

 

PRAGMA POSTER LISTING 

Poster Presentation 

Poster 
ID  

Title and Author 

PP01 Mobile-based Augmented Reality for Sundanese Alphabets Education 

Muhammad Reza Aditya, Resskytha Permata Sari, Adri Nursimarsiyan and Nova Eka 
Diana 

PP02 Deep Learning Classification for Liver Disease  

Andi Batari Ahmad and Nova Eka Diana 

PP03 Application of Deep Learning and Fingerprint Modeling Methods to Predict 
Cannabinoid and Cathinone Derivatives  

Widya Dwi Aryati, Gerry May Susanto, Muhammad Siddiq Winarko, Heru Suhartanto 
and Arry Yanuar 
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PP04 Building Smart City Datasets with Crowdsourcing for Safe Direction in Bangkok, 
Thailand  

Manassanan Boonnavasin, Suchanat Mangkhangjaroen and Prapaporn Rattanatamrong 

PP05 A Network Performance Measurement in a Low-Cost Containerized Cluster 
System  

Thitiwut Chamornmarn, Vasaka Visoottiviseth and Ryousei Takano 

PP06 A Prototype of Collaborative Augment Reality Environment for HoloLens  

Dawit Chusetthagarn, Vasaka Visoottiviseth and Jason Haga 

PP07 Analysis of Load Balancing Performance on Cluster Computing with Proxmox 
VE  

Andi Rasuna Dharsono and Sri Chusri Haryanti 

PP08 Performance Comparison of Load Balancing using Honeybee and Threshold 
Algorithm  

Aditya Efrian, Sri Chusri Haryanti, Sri Puji Utami Atmoko and Ridho Yanevan Pratama 

PP09 Data-centric Modeling of Gainesville Businesses  

Michael Elliott, Erik Bredfeldt, Matthew Collins, Renato Figueiredo, Mark Girson, 
Amardeep Siglani, Lila Stewart and Jose Fortes 

PP10 Performance Analysis of GTX 980 GPU on Colon Histopathology Images 
Training Based on Convolutional Neural Network  

Toto Haryanto, Aniati Murni, Kusmardi Kusmardi, Li Xue and Suhartanto Heru 

PP11 Dengue Hemorrhagic Fever Disease Data Clustering Based on Interactive Map in 
Special Region Jakarta Capital  

Brian Hogantara and Ummi Azizah Rachmawati 

PP12 Curating Target-Activity Information for Nadi Compounds Based on CHEMBL 
using Similarity Searching  

Muhammad Jaziem Mohamed Javeed, Aini Atirah Rozali, Siti Zuraidah Mohamad Zobir, 
Habibah Abdul Wahab and Nurul Hashimah Ahamed Hassain Malim 

PP13 Design AR application using the tiled display walls  

Jidapa Kongsakoonwong, Jason Haga and Boonsit Yimwadsana 

PP14 Decision Support System based on Interactive Map of Measles and Rubella Data 
in Jakarta  

Pravin Kumar, Elan Suherlan and Ummi Azizah Rachmawati 

PP15 RNA-seq transcriptome profiling of Desmos chinensis: revealing the molecular 
basis of petal evolution in the custard apple family Annonaceae 

Amy Wing-Sze Leung, Sangtae Kim and Richard Mark Kingsley Saunders 
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PP16 Computational Fluid Dynamics Study of Wind Environment in Urban Areas 

Chun-Ho Liu, Wai-Chi Cheng, Wenye Li, Ziwei Mo, Zhangquan Wu, Lillian Y.L Chan, 
W.K. Kwan and Hing Tuen Yau 

PP17 Enhancing MedThaiSAGE: Decision Support System using Rich Visualization on 
SAGE 2  

Jarernsri Mitrpanont, Wudichart Sawangphol, Supakorn Silapadapong, Suthivich 
Suthinuntasook, Wichayapat Thongrattana and Jason Haga 

PP18 Tuberculosis (TB) Disease Interactive Map in Jakarta Capital Special Region 

Nuraisah and Ummi Azizah Rachmawati 

PP19 Digital Poster Management application on a SAGE2-based Multiple Display 
system  

Prakritchai Phanphila, Vasaka Visoottiviseth, Jason Haga and Ryousei Takano 

PP20 Machine learning for processing image data for disaster management 

Parintorn Pooyoi, Jason Haga and Worapan Kusakunniran 

PP21 Room Auto Controlling Based on Occupant Body Condition Using Arduino and 
Raspberry Pi  

Ahmad Sabiq, Nova Eka Diana, Debita Febriana and Sri Chusri Haryanti 

PP22 Criminality Linguistics Detection on Social Networks Through Personality Traits  

Saravanan Sagadevan, Nurul Hashimah Ahamed Hassain Malim, Nurul Izzati Ridzuwan 
and Muhammad Baqir Hakim Mohammad Bashir 

PP23 Performance Comparison of Dynamic Load Balancing Algorithm for Indonesian 
e-Health Cloud 

Ridho Yanevan Pratama, Aditya Efrian, Sri Chusri Haryanti and Sri Puji Utami 

PP24 Using UAV images for smart agriculture to monitor rice paddy with artificial 
intelligence 

Ming-Der Yang, Hui Ping Tsai, Yu-Chun Hsu and Cloud Tseng 

PP25 rEDM Code Acceleration with ABCI Supercomputer 

Wassapon Watanakeesuntorn, Kohei Ichikawa, Jason Haga, Gerald Pao, Erik Saberski 
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[BS01] Reliability Assessment Framework using Test-Defect Coverage Analytics 
Model 
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Software testing is a process by which quality of the software 

under test can be identified. Information collected during testing 

such as defect models is used to decide whether a piece of software 

is ready to be released. An early process was to freeze the software 

code to prevent further additions to the software functionality and 

then test it. Any defects revealed by the testing process were then 

fixed and retested. The rate of detection and fixing of outstanding 

defects and the overall decline in the number of outstanding defects 

with respect to time or testing effort indicates the level of reliability 

and this has led to various software reliability growth models [1]. 

However, these depended on being able to hold the code steady for 

a fixed period in order to observe the growing reliability. The 

emergence of incremental development in its various forms such as 

Agile and DevOps requires a different approach in determining the 

readiness of the software for release [2]. This approach needs to 

predict how reliable the software is likely to be based on continuous-

planning tests, not defect growth and decline. Continuous testing and 

automation are a key aspect of rapidly evolving software which 

results in continuous stabilization throughout the development 

process. Yet, there has been little formalization of quality assurance 

practices that support decision making for software developed using 

the contemporary software practices. The ultimate goal of this 

research project is therefore to establish an integrative reliability 

assessment framework, driven by metrics and analytics-based 

insight. 

There is a positive correlation between coverage and failures 

[3]. The more coverage, the greater the chances for a defect to be 

detected. Yet, test coverage should not be the main indicator to test 

effectiveness [4]. These and, possibly other factors can be used to 

predict differing levels of test coverage for different parts of software 

under test. Therefore, Test-Defect Coverage Analytics model 

(TDCAM) is proposed to assist decision-making about quality of 

software, in particular related to reliability assessment. TDCAM 

integrates test coverage and defect coverage related metrics into a 

visual form, enabling users to observe the information. Test coverage 

measures the amount of testing performed by a set of tests (a test 

suite). It includes gathering information about which parts of a 

program are actually executed when running the test suite. It is used 

to gauge the effectiveness and completeness of testing and indicates 

reliability [1]. Currently, TDCAM focuses on code coverage, in 

which it measures the degree of testing of the source code. An 

example of the measure of control flow is branch coverage which is 

the percentage of branches that have been exercised by a test suite. 

The second data element of TDCAM is defect coverage. Defect 

coverage is the fraction of defects detected by a test suite during 

testing. In our study, the defect coverage provides defect related 

metrics such as number, types and severity of defects.  

A case study on Apache POI, an open source project, has been 

conducted to validate the proposed model, visualized in a bubble 

chart, as depicted in Figure 1. The x- and y-axes represent test 

coverage (in branch unit) and defect coverage (defect numbers), 

respectively. The bubble size represents severity of defects. Based 

on this empirical study, the ñxssfò component contains the most high 

severity or critical defects compared to other components. Testing 

team may strategize their testing effort to focus on any critical 

functions and resolving the defects. 

Our future work is to extend TDCAM to become a suite of test 

analytics tool with support from artificial intelligence and 

visualization techniques. A more focused test effort can be achieved 

by using algorithms to automatically optimize test cases, for 

instance, tests that cover a recurring issue making it ideal for 

optimization. The new proposed framework will  give a significant 

impact on how software stakeholders can make an informed decision 

about quality and deliver reliable software releases at higher 

velocities which the modern society is increasingly relying upon [5]. 

 

 

Fig. 1. Test-defect coverage metrics mapped against severity of defects 
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Fuzzy system utili ses set theory in a mathematical form to 

represent vagueness of parameters by using fuzzy set representation. 

In fuzzy system, the basic idea is that statements are not merely ótrueô 

or ófalseô since partial truth is also accepted by introducing a degree 

of membership from 0 to 1 in a fuzzy set (Uzokaa et al., 2011). It is 

much closer to human thinking and natural language by providing 

an effective means of capturing the approximate, inexact nature of 

the real world.  

 

Type-2 Fuzzy Sets  
 

Fuzzy sets have tremendously developed over the years. Firstly, in 

1998, Karnik and Mendel proposed Type-2 Fuzzy Logic System 

(T2FLS) based on Type-2 Fuzzy Sets (T2FS), which was proposed 

by Zadeh (1975). Nowadays, the Interval Type-2 Sets (IT2FS) are 

the common application of type-2 fuzzy sets. It has shown to be very 

powerful in handling the uncertainties when compared to Type-1 

Fuzzy Sets (T1FS, conventional fuzzy sets since 1975). Recently, 

several researchers have started to explore the application of General 

Type-2 Fuzzy Sets (GT2FS) and systems. Wagner and Hagras (2010) 

first introduced GT2FS, which is one of the advanced extensions of 

the type-2 fuzzy sets to capture high level of uncertainties.  

In simple terms, general type-2 comprehends an nth number of 

interval fuzzy set simultaneously rather than just an interval (interval 

type-2) during fuzzification. The conventional type-1 fuzzy set 

handles a single fuzzy value, whilst the interval type-2 fuzzy set 

defines an interval type-2 fuzzy value to measure the uncertainties. 

Apart from this, fuzzy sets have developed in many ways to interpret 

uncertainties, such as intuitionistic fuzzy set, which takes both 

membership and non-membership values of fuzziness. In 2014, 

Naim and Hagras have proposed Intuitionistic Interval Type-2 Fuzzy 

Sets. 

 

Type-2 Fuzzy System  
 

However, Mendel and John (2002) stated that the type-2 fuzzy sets 

are more difficult  to use and understand than the type-1 fuzzy sets; 

hence, their use is not yet widespread. Researchers had difficulties 

to make type-2 fuzzy sets easy to use and understand with the aim 

that they would be widely used. This statement generalises the 

interval type-2 fuzzy sets (IT2FS) and it was stated 5 years ago. It is 

known now that the application of the general type-2 system 

(GT2FS) are minimal since Wagner and Hagras proposed Zslices in 

2010. In the literature, we found that when utilising the general type-

2 fuzzy sets, the complexity of the system increases in order to 

evaluate the higher level of uncertainties. Several works on the 

general type-2 applications have been done in clustering and 

classifier problems (Golsefid and Zarandin (2016), Rakshit et al. 

(2016)). The remaining works mainly published results on the FLS 

(tuning general type-2 parameters) and the mathematical operators 

(Zhai and Mendel (2011), Almaraashi et al. (2016)). 

 

The Application of Type-2 Fuzzy System 
 

Currently, my research interest is to adapt type-2 fuzzy theories 

into any potential application in fuzzy environments. The focus of 

my research plan is to learn the basic system, finding the problem 

and simultaneously applying the system to generate the optimised 

output. Several fuzzy type-2 applications such as in the intelligent 

environments (intelligent lighting for reading) and social surveys 

(postgraduate surveys) have been done. Moreover, secondary 

datasets and expert opinions from clinicians have been acquired to 

diagnose new baby born condition (collaboration with Prof Jonathan 

Garibaldi, University of Nottingham) to study the level of 

uncertainties in type-1 and type-2 fuzzy theories. The results show 

that by increasing number of experts/decision makers (also 

increasing the data volume), general type-2 fuzzy system 

outperformed interval type-2, intuitionistic interval type-2, and type-

1.  

Different real-world applications using higher-ordered fuzzy 

system such as science maritime, ambient intelligent in smart home 

laboratory for elderly and higher voltage insulator have been 

investigated. Collaborations have been established in different 

application areas such as to predict index deprivation in household, 

predict performance and health index from the studentsô database, 

and currently learning fuzzy rule-based from the sensor signal to 

recognise human activity.  

The aim is to expand the potential of implementing type-2 fuzzy 

sets in big data analytics in many important application areas. The 

result is expected to improve the conventional system and decision-

making techniques to provide a system that able to mimic groups of 

human decision.  
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Abstract 

 
Introduction:  Every individual has their own unique handwriting 

characters which may differ by line quality, spacing (line or spaces 

between character and word), height, width and size of letters, pen 

lifts and separations, connection strokes, beginning and ending 

strokes, unusual letter formation, shading (pen pressure), slant, 

baseline habits, flourishment, and embellishments and diacritic 

placement. 

Problem Statement: It is difficult  to judge the genuine or 

fraudulent nature of handwritten documents on the visual inspection 

basis. In the pasts, the offline handwriting classification was 

determined solely based on the handwriting pattern recognition [1]-

[4]. The offline handwriting forgery issues are still unsolvable as the 

counterfeitersô tricky attempts on offline handwriting forgery are not 

properly understood. In particular, there was no work that predicts 

handwriting patterns from the finger motions. 

Objectives: Therefore, this study aims to integrate finger motion 

captures into offline handwriting data pattern detection with specific 

goals (i) to recognize finger motion features to classify similar 

handwriting patterns, (ii)  to develop a data mining system that 

detects offline handwriting patterns characterized by finger motion 

(iii)  to analyze and compare the differences between genuine and 

forged offline handwritings. 

Method: A total of 30 subjects was tasked to write the phrase 

"Sphinx of black quartz, judge my vow" using their dominant hands 

with a provided Pilot G2 05 gel ink rollerball pen for two repetitions; 

under 60 fps video capture using 16 MP sports camera. The 

handwritings were executed on a desk at 0.74 m height (elbow 

height) with a sheet of survey form on it. 

Data analysis was conducted at two-phase data mining analyses: 

data pre-processing (video-image-numeric transformation, numeric 

data screening) and handwriting feature classification using the J48 

algorithm on 10-fold cross-validation mode aided by the WEKA 

tool. The initial phase analysis translated the raw data into 15 

attributes: writing time, three-finger (thumb, middle, index) 

coordinates, pen-grip angles, and phrase length in two replicates; and 

phrase inclination, demographic data (gender, handedness). The 

second phase analysis grouped data by similar handwriting patterns 

(phrase length, inclination angle) with the rule-reasoning 

relationship application. The Neuroph OCR (Optical Character 

Recognition) system in Java language was developed to recognize 

handwriting characteristics (phrase length and inclination angle) on 

different class patterns. The capability of the developed system will  

be tested on Aspects of Consistency Level (ACL).  

Results: Findings show consistent classification accuracies on the 

handwriting inclination angle using Tree classifier algorithms. The 

classification accuracy that was trained on the J48 algorithm could 

achieve 98% with the thumb angle being the most discriminant 

feature. A system which includes the finger motion features (three-

finger coordinates) data to identify offline handwriting patterns is to 

be developed. 

Conclusion: This paper reports an ongoing sustainable research 

in developing a data mining system to detect finger motion for 

distinguishing the offline handwriting patterns. The experiment data 

collection with its analyses was completed at the data mining level. 

The findings from the data classification level were obtained and 

significant finger motion attribute was identified. A system was 

developed from Neuroph OCR (Optical Character Recognition) to 

recognize handwritten letters and characters. Further efforts were 

required to compare between the genuine and forged online 

handwritings and to integrate finger motion data into the system. 

This study contributes to the advancement of data analytics via an 

automated process for forensic handwriting examination in the 

cyber-security industry. Future extended works may involve the 

Division of Commercial Crime Investigation Department, Royal 

Malaysia Police and potential software development company to 

support the system implementation and testing.     
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Purpose 
 

Cyber threats are continuously evolving, and represent potential 

threats to national security. With the increasing number and variety 

of cyber threats, cyber security analysts face multiple challenges in 

obtaining the required data and performing the necessary analysis to 

detect, monitor and respond to such threats in a timely manner. The 

goal of this project was to automatically acquire, process and analyze 

cybersecurity news from external online sources, enabling cyber 

security analysts to perform data exploration and discovery through 

a series of dashboards, resulting in actionable insights and enhancing 

their ability to formulate the right strategies to respond to possible 

cyber threats. 

 

The project was a research and development collaboration 

between CyberSecurity Malaysia (project owner and subject matter 

expert), KewMann (consultant and solution developer) and UTM 

Skudai (through Cyber Threat Intelligence Lab, Faculty of 

Computing). The scope of the project consisted of Threat Actors 

Landscape, Global Cyber Attack Landscape, Terrorism Events in 

South East Asia and South China Sea Conflict News Landscape. 

 

 

Method 
 

Multiple software robots were designed and configured to acquire 

unstructured data from specified cybersecurity online news websites 

and news aggregators through Robotic Process Automation (RPA). 

The collected data then underwent text pre-processing in preparation 

for further text analysis, which involved extensive use of Natural 

Language Processing (NLP) techniques (Schatz, Bashroush, & Wall, 

2017). Text preprocessing was first conducted to clean and structure 

the collected texts, which included tokenization, stemming, text 

duplication removal and filtering of irrelevant content. Term 

frequencyïinverse document frequency (TFIDF) (Ramos, 2013) 

was then applied to extract relevant keywords, while customized 

Name Entity Recognition (NER) was used to obtain security-related 

information such as dates, persons (i.e. threat actors), methods (i.e. 

cyber-attacks), organizations (i.e. industry verticals) and locations. 

 

Text analytic techniques enabled cyber threats profiles to be 

visualized based on best practices set out by Tufte, Goeler, & Benson 

(1990), leading to strategic insights on cyber-attacks and threat 

actors against specific industry verticals. This allowed important 

questions to be addressed accurately and in a timely manner: 

¶ What are the main cyber threats against each industry vertical? 

¶ What are the impacts of specified cyber threats to target victims? 

¶ What are the cyber threats trends for specified time periods? 

¶ Do threat actors change their tactics? 

¶ How do these cyber threats impact our national cyber security? 

 

 

Results 
 

   The cyber threat landscape Overview consists of a composite 

visualization of the number of occurrences of cyber security news in 

the last 30 days by category (Threat Actors, Cyber Attack Methods, 

Terrorism Events, and South China Sea Conflict News). Data from 

each category was then visualized based on time series or geo-

location, allowing cyber security analysts to discover any trends or 

patterns within the collected data. Full-text search and filtering 

capabilities were implemented so that cyber security analysts could 

easily locate data points of interest and perform data drill -down 

where required. As a result, the analysts were able to visually analyze 

the data, detect specific events, and monitor entities of interest 

(people, groups, companies, industries, methods and locations). For 

future works, deep learning techniques will  be employed, 

particularly Recurrent Neural Networks (RNN), to extract 

knowledge and hidden patterns once a sufficiently large volume of 

security-related news has been collected, 

 

 

Conclusion 
 

This project demonstrated that automatic processes can be applied 

to data acquisition and analysis, greatly reducing the time and effort 

between obtaining the raw data and useful end-user interactions, 

allowing actionable insights to be derived in a timely manner.  
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Introduction 

 
Cerebral small vessel disease (SVD) plays a major role in 

dementia, stroke and ageing (3,4).  The SVD is a pathological 

process that affects the small vessels of the brain.  It has been highly 

associated with cognitive disorders, and disturbances in mood and 

gait.  In clinical practices, Diffusion Tensor Imaging (DTI) is widely 

used as neuroimaging marker of cerebral SVD.  DTI enables the 

visualization of the brain microstructural connectivity.  This 

microstructural connectivity is constructed through fiber tracking 

(tractography) of the white matter tracts.  Figure 1 shows an example 

of whole brain tractography.  Generally, a whole brain tractography 

consists of 100,000 to 1,000,000 fiber tracts. 

 

Figure 1: Whole Brain Tractography. 

 

Visualization and quantification of white matter tracts is a very 

crucial step to assess the severity of SVD.  The knowledge on the 

number of tracts between related brain structures will  be a useful 

insight on the disease.  Thus, the past decade has seen tremendous 

research efforts on the development of various tractography 

solutions (2).  However, the tractography process is known to use 

high computing resources and time.  Hence, most of the tractography 

solutions could not be made applicable in clinical practice.  

 

Proposed Framework 
 

In this work, it is planned to take advantage of grid computing in 

the tractography process to assist timely clinical assessment.  The 

overall proposed framework is illustrated in Figure 2.  This 

framework consists of three main phases, namely (i) DTI 

Preprocessing, (ii)  Anatomical Localization and (iii)  Tractography.   

The first phase involves data format conversion, motion 

correction, brain extraction and data preparation.  This phase is 

required to ensure the dataset is available in a suitable format for the 

tractography phase. 

The fiber tracts may be grouped accordingly in reference to the 

anatomical brain structure or its functionality.  In this work, fiber 

tracts are clustered into group based on its anatomical location.  This 

is because fiber tracts originating from a similar anatomical location 

may carry a similar functionally.  This similarly meaningful fiber 

tracts may form a fiber bundle.  Hence, the second phase 

concentrates on localizing the major anatomical brain structures 

such as subcortical structures, frontal lobe and corpus callosum.  

Each anatomical structure will  be used as starting point

 

 

for tractography of similarly meaningful fiber bundles. 

Then, in the third phase, it is proposed to perform tractography in 

a grid computing environment.  Each of the anatomical structure will  

be used as the starting point.  The tractography originating from a 

corresponding anatomical structure will  be directed to one Central 

Processing Unit (CPU).  A group of starting points will  require 

multiple CPUs, which will  form a grid computing environment.   

A work by Lee and Kim performed tractography starting from 

multiple seed voxels in parallel instead of sequentially using 

multiple Graphical Processing Unit (1).  However, in their work, the 

seed selection does not correspond to any anatomical structure that 

corresponds to a target functionality. Hence, in this proposed work, 

it is modeled to first localize the anatomical regions that corresponds 

to a meaningful fiber bundles and then construct its tractography in 

the grid computing manner. 

 

 

 

 

Figure 2: Proposed Whole Brain Tractography. 

 

Research Contributions 
 

The main challenge in this work in on the localization of 

anatomical structures that can produce meaningfully similar fiber 

bundles.   Research effort in this work will  focus at the anatomical 

localization phase.  Besides that, research into parallelizing the 

tractography and finally merging the multiple fiber bundles into a 

whole tractography will  also be given attention. 
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Introduction  

 

Much research has already been carried out in this field of 

affective computing. Research trying to identify emotions from face, 

gesture and voice are abounding in number, each with their own 

specific outcomes. However, there is one area that has yet to be 

looked into. Trust. Can you trust me? Will you trust what I am going 

to present? Will you trust that I will deliver? How did I make you 

trust me? These are the questions we are seeking to answer through 

our work thus far. Why is this important, you may ask? 

 

Commercial dealings would never happen as neither party would 

trust the other enough to deliver what they have promised. E-

commerce would never grow. Relationships would not last long and 

more often than not end up in arguments or conflict. Even in a 

classroom setting, students would have a hard time believing the 

things taught by the teacher if they lack trust in the teacher. 

Similarly, teachers would have a hard time teaching the students if 

they donôt trust that the students would readily absorb all that has 

been given. This situation is especially prevalent in online tutoring, 

where there is a lack of personal connection between teacher and 

student.  If technology was able to accurately measure how 

ñtrustworthyò the teacher is, the teachers could then take steps to 

improve themselves in that area. For example, the teachers could 

speak with more authority, or lower their voices to a more gentle 

tone. Maybe smile more, or smile less. Such feedback would prove 

invaluable to improve the teaching and learning process.  

 

In recent years, several researches have been conducted on the 

factors that determine trustworthiness. Particularly, many studies 

have shown the significance and importance of voice in perceived 

trustworthiness.  For instance, from a medical perspective, a research 

has found that audio communication shows a more significant 

emergence of trust as compared to text chat. Yet another 

investigation has studied facial features and identified that men with 

greater facial width were more likely to exploit the trust of others 

and that people were more likely to trust male counterparts with 

narrow rather than wide faces. This study attempts to model trust 

using machine learning methods towards achieving a larger effort in 

building synthetic agents that that can gauge trust, especially when 

in a learning domain.  

 

As of this moment, this gargantuan task is still in its early stages. 

We have identified the modality (cues) that would used to mine 

features of trust - face, voice and gesture. Cues through expressions 

conveyed via these sources would be analysed and  quantified into a 

machine readable form, using image and voice processing 

technologies. A model would be constructed using a machine 

learning methods. 

 

Method 

 

To carry out this investigation, a total of 120 different video 

samples have been obtained from the OMG-Emotion behaviour 

dataset (Barros et al., 2018). Each of these video samples will be 

cropped to form a 10 second long video clip. To investigate the effect 

of facial features and gestures on trustworthiness, each video clip 

will be muted and subjected to analysis by using a video data 

analysis software.  

Each participant in this study will be asked to rate the 

trustworthiness of 5 different video clips. The participant will submit 

their ratings via a simple online assessment indicating the amount of 

trust they would place in the speaker. Two different sets of 

participants will rate how much they trust the speaker -- the first set 

is based on face and gesture of the speaker in the videos that are 

muted, and the second only based on vocal cues in a set of voice 

clips extracted from the above mentioned videos.  

  

The characteristics of each video clip will also be analysed, along 

with the ratings from the participants. This will be analysed by using 

a correlation matrix to determine the features that have a significant 

impact on perceived trustworthiness. 

 

Expected Results 

 

 The potential outcomes of this investigation are plentiful. In 

addition to precisely measuring the sole impact of facial features and 

gestures, as well as pitch or speech rate on perceived trustworthiness, 

this investigation would also be able to identify the effects of the 

semantic content by analysing the difference in trustworthiness 

rating from one original audio clip and another. The outcomes are 

truly endless and at the very least, a relationship is hoped to be 

identified between facial features, gestures and voice characteristics 

and perceived trustworthiness. 

 

References 

 

Barros, P., Churamani, N., Lakomkin, E. et al (2018). The omg-

emotion behaviour dataset. doi: arXiv preprint arXiv:1803.05434 

 

Smith, B. L., Brown, B. L., Strong, W. J. et al (1975). Effects of 

speech rate on personality perception. Language and Speech, 18 (2), 

145-152. doi: 10.1177/002383097501800203 

 

Trouvain, J., Schmidt, S., Schröder, M., Schmitz, M., & Barry, W. 

J. (2006). Modelling personality features by changing prosody in 

synthetic speech. doi:10.22028/D291-25920 



34 

 

 

  

Big Data Summit 2: HPC & AI Empowering Data Analytics (co-locate with PRAGMA 35 Meeting), Penang, Malaysia, Oct 3 - 6, 2018 

[BS07] Data Science Analytics for Manufacturing and Supply Chain 
 

Umi Kalsom Yusof1,* and Mohd Nor Akmal Khalid1 

 
1: School of Computer Sciences, University Science Malaysia, Pulau Pinang, Malaysia 

* Correspondent author: umiyusof@usm.my 
 

Keywords: Data analytics, industry 4.0, manufacturing, supply chain, big data, internet of things, artificial intelligence, cyber physical 

system. 

 
Background and Motivation 

 
The paradigm of research had moved from empirical, theoretical, 

simulation and to currently exploration of data or data-driven (Hey 

et al., 2009). The cycle of a research is supported by its data, from 

data capture and data curation to data analysis and data visualization. 

However, good tools for both data curation and data analysis are still 

lacking. 

Since the advent of ñbig dataò, lots of research efforts have 

devoted themselves to this new research topic, and most of them 

focus on social or commercial mining (Lee et al., 2014). However, 

those researches mostly focus on óhuman-generated dataô instead of 

ómachine-generated dataô, which include machine controllers, 

sensors, and manufacturing systems. The latter leads to the emergent 

of industrial big data that leads to predictive analytics in 

manufacturing, in realizing the demand of Industry 4.0. 

In addition, under the Industry 4.0 concept, astounding growth in 

the adoption of information technology and social media networks 

has increasingly influenced consumersô perception on product 

innovation, quality, variety and speed of delivery (Zhong et al., 

2017) in supply chain. As such, data analytics provide an opportunity 

to the supply chain management through service innovation that 

transparent throughout the product lifecycle; enabling to adapt to the 

market requirements that are highly customizable and very tractable 

demands. 
 

Data Science and Analytics in Manufacturing and 
Supply Chain 

 

A unified information grid based on the recent developments of 

the Internet of things (IoT) framework and the emergence of sensing 

technology have created a tightly connected systems and humans, 

which further populates the big data environment of the industry. In 

todayôs competitive business environment, big data, cloud 

computing and advance analytics are the necessary framework to 

systematically process data for intelligent decision-making (Lee et 

al., 2014). 

Cyber Physical System (CPS) and service innovations are two 

inevitable trends for manufacturing industries. On one hand, CPS are 

automated systems that enable communication of the operations of 

the physical reality using computing infrastructures, utilizing 

networked devices (Jazdi 2014). On the other, service innovations 

that laid the foundation for Product Service System (PSS), in the 

form of software and embedded intelligence, are integrated into the 

industrial products and systems (Lee et al., 2014). 

CPS goes with the trend of having information and services 

everywhere at hand encompassing the communication activities and 

infrastructures such as Internet of things (IoT), Internet of Services 

(IoS) and Internet of People (IoP) (Hermann et al., 2016). 

Manufacturing systems are able to monitor physical processes, 

create a ñdigital twinò (or ñcyber twinò) of the physical world, and 

make smart decisions through real-time communication and 

cooperation with humans, machines, sensors, and so forth (Zhong et 

al., 2017). This enables all physical processes and information flows 

to be available across holistic manufacturing supply chains, small 

and medium-sized enterprises, and large companies. 

PSS involves electronics and tether-free intelligence that 

intertwine predictive technologies with intelligent algorithms to 

predict, manage and optimize autonomously product performance 

and product services. This enable the product to be uniquely 

identified for its entire life cycle as an active entity where self-aware 

and self-maintenance can be performed; thus, encourage 

transparency among manufacturers, supply chains, and customers 

(Lee et al., 2014). This fundamentally changes how the 

manufacturing operates, from reactive to proactive operations and 

ultimately predictive operating models. 

Achieving these feats require certain underpinning technologies to 

allow problems to be solved and adaptive decisions to be made with 

minimum human involvement. Artificial  intelligence (AI ) allows 

such features by learning and reasoning that ultimately realize a 

connected, intelligent, and ubiquitous industrial practice (Zhong et 

al., 2017). In tandem with the industry 4.0 framework, AI-enabled 

technologies with advanced data analytical capabilities, would 

realize a prognostic-monitoring system that can derive competitive 

advantage in design, monitoring, control, planning and execution 

level of both the manufacturing and supply chain. 
 

Opportunities and Outlooks 
 

With big data environment and emergent of industry 4.0, the 

prognostic-monitoring system is the major prospect for the 

realization of an industry-wide revolution. It would involve 

advanced analytical tools and AI -enabled technologies that 

ñproactivelyò materialize data-driven modeling, big data analytics, 

data-enabled prediction, smart design and prototyping, real-time 

information sharing and monitoring, and collaborative decision 

making (Zhong et al., 2017).  

Data-driven modelling and data-enabled prediction would drive 

the quality, efficiency and agility of the manufacturing through 

knowledge and insights gained from the data deluge. Real-time 

information sharing and collaborative decision making would 

augment the cognitive ability of humans while complement 

limitations of the machine. Smart design and prototyping would 

enable the creation of more industry-wide value added processes and 

services (Lee et al., 2014; Zhong et al., 2017). 

Nevertheless, materializing the intelligent factory of the future, 

through the prognostic-monitoring system with respect to industrial 

settings, remain a huge challenge which requires a collaborative 

effort by scientist, researcher, and practitioner.  
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Motivation 

 

Conventional data analytics process uses dashboard with tables, 

charts, summaries, search tool in projecting its analysis outcome to 

its user with the goal of enabling discovery of useful information, 

suggesting conclusions etc. to support decision-making [1][3] . Such 

decision-making mechanisms can be improved further by using 

natural language interface in the dashboard components, e.g. using 

natural language keywords to search the sales performance of a 

product. Motivated by the needs to enable a user friendlier 

interaction with analytics outcome, this project proposes a natural 

language chatbot who can assist in the role of decision making by 

delivering information of dashboard components with human like 

conversational pattern. 

 
From User Intent to Data Retrieval and Analytics 

 

The process of data analytics started from data cleansing, 

transforming, modeling data and finally delivering the processed 

data to the user. The data to be accessed is communicated using 

dashboard via visual and information lookup tools. The needs of 

better mechanism to communicate analytics data with user [2] can 

be seen from the rapid development of many commercialized 

business intelligence or analytics dashboard (e.g. Sisense, Kautilya 

BI, Wizdee Natural Language BI, Pentaho etc.) on the market.  

From data retrieval to analytics, current interaction between 

users and the system can be improvised with the usage of human like 

conversational chat agent. To connect the two ends between user 

input and business data, the intent posed by the user must be able to 

be interpreted to a corresponding business logic. The business logic 

decides how data will be accessed and manipulated before it is sent 

back as response to user.     

 
Chatbot Scenario 

 

A scenario of chatbot usage in data retrieval and analytics is 

shown in Figure 1.  A question, i.e. "what is the sales increment for 

second quarter compare to first" was posed by the user to check the 

sales of his company. Although the information needs are clearly 

stated using standard question-type language, its corresponding 

business logic is complex. The intent of finding out about 

ñincrementò requires data retrieval process to obtain the sales 

amount of two quarters, followed by an increment function to 

perform calculation on the difference between the quarters. 

An example translated intent, i.e. from natural language intent to its 

corresponding actionable statements for data interfaces (e.g. SQL, 

SOLR query) and functional interfaces (e.g. APIs calls) are as 

follows. 

 

Data interface  

SELECT óperiodô, SUM(ósales_amountô) FROM SALES WHERE 

óperiodô = ñ1Qò or óperiodô = ñ2Qò GROUP by óperiodô; 

 

Functional interface  

function difference_values(pre_value, post_value) return ar-

ray(status_increase_decrease, diff_percentage, diff_value) 

 

From the above example, although the desired result is to have 

the chatbot to inform the user that sales has increased; there could be 

other variant of outcomes that partially satisfy the information needs, 

e.g. display both sales of Q1 and Q2 (see example response in Figure 

1), letting user to figure out the increment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Example of chatbot conversation in data retrieval and 

analytics scene. 

 

Project Prospect 
 

In conclusion, the uniqueness of the work lies in connecting natural 

language with data accessing interface for analytics and decision 

making. This project covers several areas of research and 

development such as data storage and retrieval, domain analytics 

specification, natural language conversational modelling and query 

transformation. Prospective collaborators include dashboard 

solution providers, HPC centers and relevant interested parties.  
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Business Logic Flow 
"what is the sales increment for second 
quarter compare to first" 
 
// generate a corresponding JSON object 
with the following contents 
intent: comparison (from keyword 
"compare") 
target entity: sales 
constraint entity: period, amount 
comparing_object entity: 1Q, 2Q 
 
// from the object, SQL processing engine 
will generate a query as following 
SELECT 'period', SUM('sales_amount') 
FROM SALES  
WHERE 'period' = "1Q" or 'period' = "2Q" 
GROUP by 'period' 


